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A mathematical model for the steam gasification of carbon using group VIII transition metal 
catalysts has been developed. The reaction mechanism is assumed to involve the dissolution of 
carbon into the metal catalyst at the front half of the spherical particle followed by diffusion of 
carbon through the particle and finally reaction on the surface of the rear half of the particle. A 
material balance on the carbon within the catalyst is then written both for the steady-state and 
unsteady reaction. The steady-state model reproduces the experimentally observed dependence of 
the rate of reaction upon particle size as well as a change in the apparent activation energy of the 
reaction. The model suggests that the change in apparent activation energy occurs as the rate- 
determining step changes from diffusion of carbon through the particle (at low temperature) to 
surface reaction rate. The unsteady model can qualitatively and quantitatively show the experimen- 
tally observed deactivation of the catalyst, but it does not have complete predictive capability 
because there are too many unknown physical constants. © 1990 Academic Press, Inc. 

INTRODUCTION 

Group VIII metals, and especially nickel, 
are very active as catalysts in the steam 
gasification of carbon (1-6). In fact, they 
are much more active than potassium or cal- 
cium, especially at low temperatures which 
would be desirable for methane production 
(7, 8). Still, if catalytic gasification of coal 
was to be implemented commercially at 
present, an alkali or alkaline-earth catalyst 
would probably be used. The group VIII 
ferrous metals show some promise when 
used in conjunction with an alkaline-earth 
material like calcium (9, 10), but when used 
alone, they tend to deactivate (1-3, 6-9, 11, 
12). Deactivation can be caused by interac- 
tion with mineral matter in the coal, by poi- 
soning of the catalyst by heteroatoms like 
halides or sulfur, or just as a consequence 
of the reaction, as discussed below. 

By considering "pure"  carbons instead 
of coal or coal char, the first two causes of 
deactivation are eliminated. The deactiva- 
tion, e.g., of nickel, during steam or CO 2 
gasification of pure carbons and graphite has 
been observed many times (1-3, 6-9, 11, 
12). In some instances deactivation occurs 
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because the group VIII metal catalyst be- 
comes oxidized (1, 9, 10), but even under 
reaction conditions where the metal remains 
reduced, the catalyst can deactivate (11, 
12). In this situation (pure carbon, fully re- 
duced catalyst) deactivation is a result of (i) 
a reduction in the interfacial contact area 
between the catalyst and the carbon, (ii) a 
reduction in the interfacial contact area be- 
tween the catalyst and the gas phase, or (iii) 
a decrease in both interfacial contact areas 
(i.e., catalyst sintering) (12). 

Many studies have shown that the cata- 
lysts do indeed sinter, but the amount of 
sintering is not sufficient to explain the deac- 
tivation observed. In one investigation (12), 
both the total surface area and the interfacial 
contact area between the catalyst and the 
gas phase were measured as the catalyst 
underwent deactivation. This revealed that 
graphite and an active carbon suffer catalyst 
deactivation for different reasons. 

During the gasification of graphite, the in- 
terfacial contact area between the catalyst 
and the graphite preferentially decreases as 
the catalyst deactivates (12). This has been 
explained by the "piling up" of catalyst par- 
ticles on the graphite surface such that many 
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of the catalyst particles contact only the gas 
phase and other catalyst particles. Since the 
"piled up" catalysts do not contact the 
graphite, they cannot activate carbon 
atoms, and hence they are inactive. At the 
beginning of the reaction, especially for low 
loadings of catalyst, each particle is active 
and catalyzes gasification at a steady-state 
rate. The present paper begins with the de- 
velopment of a steady-state model of a sin- 
gle catalyst particle under such circum- 
stances. 

Previous models for the catalytic gasifi- 
cation of carbon by group VIII metals have 
all sought to explain the dependence of the 
rate of channeling upon the catalyst particle 
diameter which has been observed directly 
via controlled atmosphere electron micros- 
copy. Generally the rate is inversely propor- 
tional to the square root of the particle diam- 
eter (see Fig. 2). The first successful model 
of this behavior (13) used a cubic particle, 
it allowed only one exposed surface of the 
cube to catalyze gasification, and it used 
diffusivities, solubilities, and other parame- 
ters from different metals in a single model. 
Still, it was successful in reproducing the 
observed behavior. 

A later model of the hydrogen gasification 
of carbon (14) was used to show that the 
rate-limiting step in the case of hydrogen 
gasification using Ru catalyst was not the 
diffusion of the carbon through the metal, 
but the surface reaction step. The computed 
flux of carbon through the particle by diffu- 
sion was an order of magnitude greater than 
the flux observed during reaction, i.e., the 
reaction rate. 

Later still, a model was developed which 
was capable of explaining rate versus diame- 
ter data for both the hydrogen gasification 
reaction and the gasification in oxidizing at- 
mospheres (15). In this model the particle 
was taken as a cylinder, and it was recog- 
nized that the particle did not deform, and 
consequently the front face could not be 
saturated at all locations because this would 
lead to different rates of dissolution of car- 
bon across the face of the catalyst. 

The present model is also capable of pre- 
dicting the dependence of the rate of chan- 
neling upon the particle diameter. It uses a 
more realistic particle shape than the previ- 
ous models. More importantly, the model 
can also be used to calculate the dependence 
of reaction rate upon temperature. When 
plotted in Arrhenius fashion, experimental 
data indicate a change in activation energy, 
and this model predicts such a change. Fur- 
thermore, it provides a physical interpreta- 
tion for this change in activation energy 
which differs from the previously assumed 
cause (onset of mass transfer limitations). 

When active carbon is being gasified the 
interfacial contact area between the catalyst 
and the gas phase preferentially decreases 
as the catalyst deactivates (12). This has 
been explained by the formation of a gra- 
phitic carbon overlayer on the surface of 
the metal, effectively blocking the gas phase 
from making contact with the metal. A ther- 
modynamic driving force exists for the for- 
mation of graphite from activated carbons. 
The present paper also extends the steady- 
state model alluded to previously to include 
the unsteady growth of a graphitic overlayer 
leading to catalyst deactivation. 

FORMULATION OF THE MODELS 

1. Steady-State Model 

The mechanism of gasification of carbon 
by group VIII metal catalysts is generally 
accepted to begin with the dissolution of 
carbon from the substrate into the metal at a 
surface which is in contact with the carbon. 
This is followed by the diffusion of carbon 
through or over the metal particle to a sur- 
face which is in contact with the gas phase 
(13-16). The carbon on this surface (in con- 
tact with the gas phase) would be expected 
to initially be carbidic (17) in nature. At the 
same time, the gas phase H20/H 2 or CO2/ 
CO ratio establishes a steady-state coverage 
of this surface with adsorbed oxygen. The 
carbidic carbon and the adsorbed oxygen 
finally react to produce CO completing the 
gasification mechanism. This mechanism re- 
quires that the catalyst move into the carbon 
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FIG. l. (a) A schematic representation of the gasification process, (b) a cross section through a catalyst 
particle along the tunnel axis, and (c) the coordinate system used in the model. 

in order to maintain contact with the carbon 
as it is gasified. This has been observed di- 
rectly for the gasification of graphite (5, 16), 
where the anisotropy of the carbon results 
in two-dimensional motion of the catalyst 
on the graphite surface. The phenomenon 
has been called channeling. When an active 
carbon is gasified, the reactivity is expected 
to be isotropic; catalyst motion in this case 
will be referred to as tunneling. Previous 
models of catalytic gasification (13-15) have 
all included these basic features. 

In the present model the particle is as- 
sumed to be spherical, of radius R, with one 
hemisphere (henceforth called the front) in 
contact with the substrate which is active 
carbon and the other hemisphere in contact 
with the gas phase. This is represented sche- 
matically in Fig. 1. The z direction is taken 
to lie along the axis of the tunnel with the 
origin at the center of the particle. The parti- 
cle is symmetrical with respect to the angle 
about the z axis, and consequently the 
model is developed in two spatial dimen- 
sions, r and 0, the angle measured from the 
z axis. The front of the catalyst (contacting 
the carbon) corresponds to 0.57r - 0 < 7r; 
the rear of the catalyst corresponds to 0 -< 
0 < 0.5~'. A steady-state mass balance on 
carbon within a differential volume element 
inside the catalyst particle results in 

~V2C = 0. (1) 

In Eq. (1) 5~ is the diffusion coefficient of 
carbon in the metal and is only a function of 
temperature, V 2 is the Laplacian operator in 
spherical coordinates, and C is the concen- 
tration of carbon. Equation (1) further as- 
sumes that there is no convection within the 
catalyst. The reaction temperature is well 
below the bulk melting point of the catalyst. 
Hence, assuming that ordinary solid-state 
diffusion is the only mode of carbon trans- 
port is justified. It is further assumed that 
the catalyst particle is isothermal. This as- 
sumption has been justified by calculation 
(18, 19), although it has been suggested else- 
where that a substantial temperature gradi- 
ent might exist within small particles (20). 

Earlier models assumed that the front sur- 
face of the catalyst was everywhere satu- 
rated with dissolved carbon. Recently it was 
pointed out (15) that the particle does not 
deform if it moves at constant speed as has 
been experimentally observed. Actually, 
the particles do deform as they first make 
contact with the edges of the graphite 
planes. However, for the ferrous metals in 
steam and CO2, the particles maintain a 
nearly constant shape once they have at- 
tained a steady-state rate of channeling. 
(Other Group VIII metals, especially during 
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oxygen gasification, are much more liquid- 
like under reaction conditions. The steady- 
state particle shape which is attained is not 
perfectly spherical either, but it is close to 
spherical. The assumption of a spherical 
shape is not expected to have a significant 
effect upon the conclusions resulting from 
the model.) When the shape of the particle 
is constant, it is more appropriate to require 
that the flux of carbon through a plane per- 
pendicular to the direction of motion of the 
catalyst particle must be uniform than to 
assume saturation across the entire front 
surface. This means that only the point on 
the front surface which presents the longest 
diffusion path to the carbon can be at the 
saturation concentration, C*. In the present 
geometry this point lies on the tunnel axis 
at the front surface. On the remainder of 
the front surface the flux of carbon in the 
direction of motion of the catalyst particle 
will equal the flux at this point. This forms 
the boundary condition for the front hemi- 
sphere. 

C = C* a t r  = R, 0 = 7r (2a) 

1 0 C  
- K  

cos 0 Or 

a t r  = R, zr/2-< 0-<~'.  (2b) 

The constant K in Eq. (2b) is calculated so 
that Eq. (2a) holds. 

The fractional coverage of the rear sur- 
face by carbidic carbon, Oc, is assumed to 
equal the atomic fraction of carbon dis- 
solved in the metal just below the surface 
(i.e., O c = C/(C + p/M) -~ MC/p, where 
M is the molecular weight and p is the den- 
sity of Ni). A constant fraction, f ,  of the 
remainder of the surface, (1 - Oc), is as- 
sumed to be covered by oxygen in pseudo- 
equilibrium with the gas phase mixture of 
H2/H20. A uniform surface model is used to 
generate the rate expression, Eq. (3), for the 
disappearance of carbidic carbon by reac- 
tion with surface oxygen: 

q = klOc(1 - Oc)S 2 = k'l®c(1 - Oc). (3) 

In Eq. (3) q is the rate of the surface reaction 

in moles of carbon per unit surface area per 
unit time, S is the molar site density (moles 
of surface sites per unit surface area), and 
k~ is the rate constant for the reaction; the 
latter quantity also includes the fraction of 
the non-carbide-covered surface which is 
covered by oxygen, f.  The site density was 
equal to the surface density of Ni atoms in 
the (100) surface. At steady state the rate of 
the surface reaction must just equal the rate 
at which carbidic carbon reaches the surface 
by diffusion, - ~(OC/Or)]r=R. This forms the 
boundary condition for the rear hemisphere. 

2. Unsteady Model 

A mass balance on carbon within a differ- 
ential volume element inside the catalyst 
particle results in Eq. (4) when the system 
is not at steady state: 

OC 5~V2C. (4) 
Ot 

In Eq. (4) t represents the time. The bound- 
ary conditions at the front surface of the 
catalyst are not changed from the steady- 
state boundary conditions. 

At the rear surface of the catalyst there 
are two surface reactions allowed in the un- 
steady model. The first is the reaction of 
carbidic carbon to yield gasification prod- 
ucts. The only change in the rate expression 
for this reaction arises from the fact that as 
the graphitic overlayer forms, the fraction 
of the surface which it occupies, O~, is no 
longer available for the adsorption of oxy- 
gen. Thus, the rate expression is given by 

q = klOc(l - O c - O6)S 2 

= k'lOc(1 - O c - OG). (5) 

There is a second reaction at the rear sur- 
face in the unsteady model, namely the 
growth of the graphitic overlayer. This reac- 
tion is taken to involve the reaction between 
two surface carbidic carbons to form surface 
graphitic carbon. This is a simplistic picture, 
and uniform surface kinetics yield Eq. (6) as 
the rate expression for the reaction: 
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TABLE 1 

A Summary of the Two Models 
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Steady-state model Unsteady model 

M a t e r i a l  b a l a n c e  ~ V 2 C  = 0 OC 
~ V 2 C  

Ot 

Boundary condition at the front 
surface ( r  = R a n d  0.5~" - 0 < ~') 

Boundary condition at the rear 
surface ( r  = R a n d  0 -< 0 < 0.57r) 

Symmetry condition for all  r at 
0 = O a n d O  = Ir 

In i t ia l  c o n d i t i o n  (t = 0) 

C = C * a t r  = R;O = ~r C = C * a t r  = R;O = lr 
1 0 C  1 0 C  

K K 
cos 0 Or cos 0 Or 

a tr  = R, Tr/2<-O<~r a t r  = R,~r /2<-O<-~r  

OC 
- ~  ~ r  = kl®c(1 - Oc)$2 

OC 
- ~  ~r-r = k1®c(l  - O c - ®G)S 2 

0oc 
+k2(Oc)2S  + S 

Ot 

0C OC 
- - = 0  - - = 0  
00 00 

Not applicable C = 0 f o r  all  r a n d  0 

dOG ---- k 2 ( O c ) 2 S  = k~ (Oc) 2. (6) 
ot 

In Eq. (6) k 2 is the surface normalized rate 
constant for the reaction which produces the 
graphitic overlayer. In the unsteady model, 
the rate at which carbidic carbon arrives at 
the rear surface via diffusion through the 
particle, -5~(OC/Or)lr=R, is set equal to the 
sum of the rate at which it accumulates, 
S(OOc/Ot), and the rate at which it is con- 
sumed via the two surface reactions. 

The unsteady model assumes that the par- 
ticle is initially free of carbon everywhere. 
Due to the symmetry of the problem, it is 
only necessary to consider the region 0 -< 0 
< ~', and not any variations in the third 
direction. In doing so, the carbon concentra- 
tion gradient in the 0 direction is set equal 
t o O a t  0 = OandatO = 7rforal lr .  This 
was done for both the steady-state and the 
unsteady models. Table 1 summarizes the 
equations and boundary conditions for each 
model. 

The solubility and diffusivity of carbon in 
nickel are well studied, and experimental 
data for these properties as a function of 
temperature are readily available (21-23). 

Table 2 summarizes the values used in the 
model. 

M E T H O D  O F  S O L U T I O N  

The mass balance, Eq. (1) or (4), was 
solved using the finite element method. The 
computational domain is restricted to the 
hemisphere 0 -< r -< R, 0 -< 0 -< ~r, and it is 
discretized into a finite element mesh using 
isoparametric bilinear element basis func- 
tions {~bj.}. This representation is written (24) 
a s  

N I 

C(r, O) = ~ %4~i(r, 0), (7) 
j = l  

where N~ is the total number of unknown 

TABLE 2 

Physical Constants Used in the Models 

Density of nickel, p 

Concentration of  
carbon dissolved in 
N i  at saturation, C* 

Diffusion coefficient of 
carbon in Ni,  

8 . 9 1 1 7 g c m  3 

8 .87  × 10 -2 exp{4880  K/T} 
mol c m  -3 

exp{0 .909  - 20200  K/T}  
cm 2 s -  i 
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coefficients, {%-}, the values of which coin- 
cide with the carbon concentration at the 
nodes of the elements. A 20 x 20 uniform 
mesh was found sufficient to achieve solu- 
tions accurate to the fourth significant digit. 
Galerkin's principle is invoked, reducing 
Eq. (1) to a set of algebraic equations for the 
unknown constants {%.}. This requires that 
residuals obtained after substitution of Eq. 
(7) into Eq. (1) are orthogonal to the set of 
basis functions used, {~bj}. Then the weak 
form of the residual equations at every node 
is 

f:'f:" Rj = - ~ V~bjVCr 2 sin 0 dO dr 

+ RZK~ _..f~2 ~bj cos 0 sin 0 dO 

_ RZk, 1 ~;z Oc(1 _ ®c)~bj sin 0 dO = O. 
30 

(8) 
The K in Eq. (8) is the flux through the front 
of the particle (see Eq. (2b). Integration by 
parts has been used in order to reduce conti- 
nuity requirements on the basis functions. 
As a result the flux and symmetry boundary 
conditions have been naturally incorporated 
in the equation set. The integrals are evalu- 
ated numerically by Gaussian quadrature 
(nine point for two-dimensional and three 
point for one-dimensional integrals). The al- 
gebraic set of equations (8) is solved by 
Gaussian elimination of the Jacobian ma- 
trix, J, the elements of which are derived by 
Jji-- OR/O,~;. 

For the solution of the unsteady-state 
problem, the unknown coefficients become 
functions of time, and using the same proce- 
dure, Eq. (4) reduces to an initial value prob- 
lem for %(0: 

fo I~ChjOCrz sin O dO dr 
Ot 

fo'f; = - ~ V , h i V C r 2  s i n  e de dr 

[ + R ?K~ 4~j cos 0 sin 0 dO 
/2 

_R2k,1 f~/2 ®c( 1 _ Oc - Oa)4~j sin 0 dO 
.tO 

- RZk; fo/2 o +j sin 0 dO 

- R2S fon d~. OOc._ sin 0 dO, 
"~J Ot (9) 

where the last integral accounts for the pro- 
duction of graphitic carbon. Equation (6) 
must now be solved simultaneously with 
Eq. (9) by assuming 

N2 
OG = ~] ~,(t)tO,(O), (10) 

i=1 

where N 2 is the number of nodes at the back 
surface of the hemisphere, /3i are the un- 
known coefficients at those nodes, and 
{qh(0)} are the linear basis functions. The 
explicit Euler method was used as the pre- 
dictor to provide a good initial guess to the 
implicit Euler method which was used as 
the corrector. Iterations were performed on 
the corrector until the error in the Euclidean 
norm fell below 10 -7 . The matrix to be in- 
verted at each iteration in the corrector step 
was a combination of a Jacobian matrix sim- 
ilar to that previously defined, a mass ma- 
trix, the elements of which were defined as 

M° = fo f~ ~b'~f2 sin O dO dr' 

and entries due to Eq. (6). See Poslinski and 
Tsamopoulos (25) for more details on the 
numerical procedure. 

The only unknown parameters in the 
model are the two rate constants, kt and k2. 
Specific values for these constants are not 
available; however, global kinetic data can 
be used to determine the values of these rate 
constants. The data reported by Wigmans 
and Moulijn (7) are particularly useful in this 
respect because they report both the global 
rate and the average size of the catalyst par- 
ticles. 

The value of the rate constant k~ was de- 
termined using the steady-state model. The 
solubility and diffusivity of carbon at 990 K 
were used in the model with a nickel particle 
of radius R = 3 nm. The value of k I was 
varied until the calculated rate of gasifica- 
tion was equal to that reported. The nickel 
catalyst deactivates in the experimental 
runs, so the match was made using the initial 
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rate of reaction before the degree of deacti- 
vation had become significant. This proce- 
dure was repeated using a temperature of 
775 K. The two values for kt which resulted 
were then used to calculate a frequency fac- 
tor and an activation energy for the rate 
constant kl. It is important to note that this 
rate constant is different than that found 
directly from the kinetic data because the 
latter includes the effects of diffusivity and 
solubility. 

Once kl was determined, the unsteady 
model was used to estimate the value of k2. 
The values of solubility, diffusivity, and kl 
for 975 K were used in the model, with a 
particle radius ofR = 3 nm. The value of k2 
was varied until the time required for cata- 
lyst deactivation matched that which has 
been reported. This procedure was repeated 
at a second temperature, T = 775 K, to find 
a second value for k2 allowing a frequency 
factor and an activation energy to be calcu- 
lated. 

RESULTS AND DISCUSSION 

The values determined for the surface re- 
action rate constants were used to deter- 
mine the activation energy and frequency 
factor according to the Arrhenius relation. 
Equation (11) presents the results for both 
reactions: 

k~ = 2.05 × 10-3molcm-Zs -1 

exp{(-48.8 kJ mol-))/RT} (lla) 

k~ = 1.08 × 1016 s- 1 

exp{(- 167 kJ mol-1)/RT}. (lib) 

In the case of k I there is little uncertainty 
because it is chosen such that a computed 
value of the rate and an experimental value 
for the rate match. For k z there is more un- 
certainty, because the value is chosen so 
as to give the best match to the reported 
deactivation profile, not to a single numeri- 
cal value. 

1. Steady-State Model 

Figure 2 shows how the steady-state 
model predicts that the rate of reaction will 

1 .1  i i i i ~ 1 

1200 K 
. . . . . . . . . . .  " . . . . . . . . .  1100K 

0.875 ' ~  ~ ~ -~ . . . . . . . . . . . . . . .  1000 K. 

.~ 0.65 
"~ ~ ~ . .  ~.._ ._~. O 

r r  

0.425 

O Baker and Sherwood ~ ~ 800 K 
700 K 

0.2 I I I I I I 

20 30 40 50 60 70 80 90 
Particle Diameter 

FIG. 2. A comparison of the computed dependence 
of the rate of reaction upon particle size at various 
temperatures to experimental data. Rates at each tem- 
perature are normalized by the rate o fa  20-nm particle 
whereas experimental data are normalized by the rate 
of a 25-nm particle. 

depend upon the size of the catalyst particle 
at a number of different temperatures. For 
each temperature the rate is normalized to 
the rate predicted for a 20-nm particle. The 
figure also shows experimental data which 
were measured by Baker and Sherwood (5) 
using in situ transmission electron micros- 
copy to follow the rate of different sized 
particles. While the experimental data are 
for gasification of graphite (i.e., they are 
for two-dimensional channeling, not three- 
dimensional tunneling) the general shape of 
such a curve for an active carbon would 
be expected to be the same. (The present 
authors are not aware of any controlled at- 
mosphere electron microscopy data of this 
kind for an active carbon.) The model 
clearly displays the same type of behavior 
as the experimental data. 

The present model can be used for much 
more than just explaining the observed rate 
versus particle diameter. Figure 2 shows 
that the rate versus diameter behavior 
changes as the reaction temperature 
changes. At lower temperatures the behav- 
ior is like that reported from experimental 
observation whereas at higher temperatures 
the dependence becomes much weaker. The 
experimental data shown in Fig. 2 were re- 
corded at a temperature of 1423 K, yet they 
seem to correspond to behavior predicted 
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Flo. 3. A comparison of the computed Arrhenius 
plot using a particle radius of 0.3 nm to experimental 
data. 

by the model at around 900 K. Both the 
experimental study and the modeling in- 
volved a nickel catalyst, however. 

It appears that under the conditions of 
the experiment the catalyst particles were 
actually nickel oxide, and hence the diffu- 
sion coefficient would be expected to be 
lower than that of the metal. Indeed, the 
uncatalyzed reaction was observed to begin 
before the catalyzed reaction in the experi- 
mental study (5). A later experimental reex- 
amination of the system has revealed cata- 
lytic activity at much lower temperatures 
than initially reported (26). Nonetheless, the 
model does predict the same shape for the 
rate versus particle diameter curve as has 
been observed experimentally. The change 
in the shape of the rate versus diameter plot 
with temperature is related to another ex- 
perimental observation, namely a change in 
the apparent activation energy. 

This is more easily seen in Fig. 3 which 
compares the prediction of the steady-state 
model to experimental data in an Arrhenius 
plot. The rate constant k~ would of course 
be a straight line on this plot. To generate 
this figure, the model was used to calculate 
the global rate (which includes the effects of 
solubility and diffusivity) as a function of 
temperature. The particle size used was that 
reported by Wigmans and Moulijn (7), and 
for comparison their experimental data are 
also plotted. It is the two experimental data 

at 775 K and 990 K shown in the figure which 
were used to determine the value of k 1. The 
change in the experimental apparent activa- 
tion energy has been observed in several 
studies of this reaction (6, 7). In most cases 
it has been assumed that at the higher tem- 
peratures the rate of external diffusion of 
the gaseous species to and from the catalyst 
has become rate limiting, even though in 
some studies experimental conditions were 
tested to ensure that diffusional limitations 
were not present. 

From Fig. 2, an entirely different conclu- 
sion is drawn. At low temperatures the rate 
of diffusion of carbon through the metal is 
the rate-determining step. This results in a 
significant variation in the concentration of 
carbon across the rear surface of the catalyst 
particle, and this in turn manifests itself in 
the strong dependence of the rate of gasifi- 
cation upon particle size. In contrast, at high 
temperatures the diffusion of carbon 
through the metal is no longer rate determin- 
ing. The concentration of carbon every- 
where in the particle is nearly the same and 
equal to the solubility of carbon in nickel. 
This in turn results in a very weak depen- 
dence of the rate of reaction upon particle 
size. 

This is further supported in that the appar- 
ent activation energy reported in experi- 
mental studies for the low-temperature gas- 
ification region is ca. 170 kJ tool -~. The 
activation energy for the diffusion coeffi- 
cient of carbon in nickel is 168 kJ tool- 
This value is also significantly larger than 
the activation energy for surface reaction as 
determined from the model (see Eq. (1 la)) 
or gas diffusion. Consequently, increases in 
temperature result in much larger increase 
in the rate of solid-state diffusion than in 
any other process. In fact, it is generally 
accepted that the rate-limiting step in the 
growth of carbon filaments (a reaction which 
is nearly the inverse of gasification) is the 
diffusion of carbon through the metal. The 
decrease in the rate at higher temperatures 
can be attributed to a change in the rate- 
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determining step from carbon diffusion 
through the particle to surface reaction on 
the particle. 

The model is not detailed enough to pin- 
point exactly the cause of the low apparent 
activation energy at high temperatures. 
There are five factors which affect the rate 
of the surface reaction: bulk diffusion within 
the metal, the solubility of carbon in the 
metal, the equilibration between the dis- 
solved carbon just below the surface and the 
surface, the surface reaction rate constant, 
and the concentration of adsorbed oxygen 
on the surface. The model treats the first 
two of these explicitly, but it lumps all the 
latter three in the surface rate constant. As 
a result, the surface rate constant encom- 
passes a true rate constant as well as equilib- 
rium constants for oxygen adsorption and 
for the equilibration between subsurface 
carbon and surface carbon. This explains 
why the activation energy for the rate con- 
stant given in Eq. (lla) and used in the 
model is so low (48.8 kJ mol-l). 

Very careful studies of the temperature- 
programed oxidation of surface carbon on 
single crystal nickel surfaces (27) have indi- 
cated that the activation energy for the true 
surface rate constant is 134 kJ mol -~, but 
these studies provide no value for the fre- 
quency factor. Similar single crystal studies 
indicate that an isotherm similar to the 
Langmuir adsorption isotherm is appro- 
priate to describe the relationship between 
the concentration of carbon dissolved just 
below the surface and the fractional cover- 
age of the surface by carbon (28-30). The 
constants in this equation are very depen- 
dent upon which crystal face of nickel is 
used. Hence, these studies are of limited 
utility in the present model, because it is not 
known which crystal faces are exposed by 
the small catalyst particles during gasifica- 
tion. Finally, the amount of oxygen ad- 
sorbed on the surface at high temperature 
and under reaction conditions has not been 
studied. Hence, to rigorously model each of 
these three effects would require the intro- 
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FIG. 4. A comparison of  computed deactivation pro- 
files to experimental data. 

duction of numerous unknown constants. In 
light of the excellent job the model does 
(Fig. 3) using the lumped rate constant and 
essentially no unknown constants (which ef- 
fectively become adjustable parameters) 
such rigorous modeling was not deemedjus- 
tiffed for the steady-state system. 

2. Unsteady Model 

Figure 4 shows that the unsteady model 
is capable of a qualitative description of the 
deactivation process which accompanies 
catalytic gasification. The model was used 
to calculate the deactivation profile at sev- 
eral temperatures. Consistent with experi- 
mental observation (3, 7, 11, 12), it pre- 
dicted that the amount of carbon which is 
gasified prior to the deactivation of the cata- 
lyst is essentially constant in the range from 
35 to 40% irrespective of the temperature. 
Experimental data are again shown for com- 
parison (7). Furthermore, the time scale for 
the particle to attain a pseudo-steady-state 
concentration profile was found to be very 
small compared to the time scale for catalyst 
deactivation in agreement with previous 
work (8). A closer examination of the 
model, however, reveals that it really is in- 
adequate in several respects. These inade- 
quacies are due to the lumping of three phe- 
nomena into one rate constant as described 
in the previous section. 

First of all, it should not be necessary to 
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formulate two models; it should be possible 
to formulate a single model which has pre- 
dictive ability with regard to the deactiva- 
tion phenomenon. At present, prior knowl- 
edge is used to decide whether or not the 
catalyst will deactivate, and based upon this 
knowledge either the steady-state model or 
the unsteady model is used. There are two 
reasons underlying this. One reason is that 
the model does not include any input regard- 
ing the carbon which is being gasified. 

In both forms of the model it is assumed 
that the leading point of the catalyst parti- 
cle is saturated with carbon. Saturation is 
defined with respect to graphite which has 
a thermodynamic carbon activity equal to 
1.0. Thus, by assuming that the leading 
point of the catalyst is saturated with car- 
bon, it is assumed that the activity of the 
carbon dissolved in the metal at this point 
is equal to 1.0. When an activated carbon 
or coal char is used, its carbon activity is 
actually greater than 1.0 (i.e., there is a 
thermodynamic driving force for the con- 
version of these forms of carbon into 
graphite). This in turn means that the con- 
centration of carbon dissolved in the metal 
can be greater than the classical solubility 
of carbon in the metal (31). This leads to 
the second reason why the model does not 
have the ability to predict deactivation as 
it is presently formulated. 

Clearly, if the activity of carbon is just 
unity at the leading point, it will be less than 
unity everywhere else within the particle. 
(It is a gradient in the activity which leads 
to solid-state diffusion, not a gradient in the 
concentration (32, 33).) Thus, at the surface 
there will be no driving force for the forma- 
tion of a deactivating graphitic overlayer. 
In the present model, the graphitic layer is 
allowed to form regardless of the carbon 
activity. Furthermore, the carbon surface 
coverage, @c, varies with temperature in the 
same way that the carbon solubility does. 
The model can be given predictive ability 
with regard to deactivation if the following 
adjustments are made: (1) at the leading 
point the activity of the carbon in the metal 

should just equal the activity of the carbon 
substrate (i.e., an experimentally measured 
value greater than unity), (2) the diffusion 
equation should be recast in terms of activ- 
ity gradients, not concentration gradients, 
(3) an isotherm relating the surface frac- 
tional coverage on the rear surface to the 
activity of carbon just below the surface 
must be developed (28-30) (recall that the 
present model simply sets the surface frac- 
tional coverage equal to the atomic fraction 
just below the surface), and (4) a rate expres- 
sion for the reaction leading to the formation 
of a graphitic overlayer must be developed 
which will be equal to zero if the carbon 
activity is less than unity. If these modifica- 
tions are made, the simple kinetic expres- 
sion used for the deactivation reaction may 
not be adequate. In addition, an isotherm 
which provides the fractional surface cover- 
age of oxygen as a function of temperature is 
needed as discussed in the previous section. 

If all these modifications were incorpo- 
rated into the model, there would be at least 
four unknown parameters: the rate constant 
for the deactivation reaction (frequency fac- 
tor and activation energy) and the equilib- 
rium constant for the oxygen coverage 
(Gibbs free energy change and enthalpy 
change). Further, the relationship between 
the activity of the carbon dissolved just be- 
low the surface and the fractional surface 
coverage involves another equilibrium con- 
stant and consequently two more parame- 
ters. These could either be assumed to equal 
those for one particular single crystal sur- 
face, or else they, too, would be unknown. 
The end result is a model with four to six 
parameters. 

Experimental studies have shown that the 
amount of carbon which is gasified prior to 
the deactivation of the catalyst can be in- 
creased to greater than 50% if the gasifica- 
tion is conducted under a steadily increasing 
temperature program. The model was used 
to compute the deactivation profile under 
these circumstances, but it failed to repro- 
duce the experimental findings. Instead, the 
results of the calculations showed virtually 
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no change in the amount of carbon gasified 
prior to catalyst deactivation for all practical 
temperature programing rates. At that 
point, the model was modified along the 
lines just discussed, but it was felt that the 
large number of unknown parameters made 
the problem little more than a curve fitting 
exercise. 

CONCLUSIONS 

The steady-state model based upon the 
solid-state diffusion of carbon through the 
catalyst particle does a good job of predict- 
ing both the particle size dependence of the 
gasification rate and the Arrhenius behav- 
ior. This is true even though the reaction 
rate constant lumps together three phenom- 
ena: the true rate constant, the equilibration 
of adsorbed oxygen with the gas phase, and 
the equilibration between the carbon dis- 
solved just below the surface and the surface 
carbon. Decoupling these three phenomena 
would introduce more adjustable parame- 
ters into the model since data for all these 
phenomena are not available. 

The steady-state model offers a new ex- 
planation for the experimentally observed 
change in the apparent activation energy 
at higher temperatures. In the past this had 
been attributed to the onset of external 
mass transfer limitations as often observed 
in heterogeneous catalysis. The model sug- 
gests that instead it may arise from a 
change in the rate-limiting process from 
one of solid-state diffusion of carbon 
through the catalyst particle to one of 
surface reaction. This is consistent with 
the apparent activation energy observed at 
the lower temperatures which is nearly 
indentical to the activation energy for the 
diffusion of carbon in nickel. 

The modifications necessary for the ex- 
tension of the model to the unsteady case 
have been identified. At present too many 
of the constants involved (each of which 
consists of a preexponential and an expo- 
nential term) are not available, giving the 
resulting model a plethora of adjustable pa- 
rameters. Specific data are needed for the 

surface oxygen coverage as a function of 
temperature, the rate constant for the sur- 
face deactivation reaction, and the surface 
carbon coverage versus the subsurface car- 
bon concentration as a function of temper- 
ature. 
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